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Overview

[Benchmark]
MultiSpider: the largest text-to-SQL multilingual dataset covering 7 languages.

[Analysis&Experiments]
Identify the specific lexical challenge and structural challenge of MultiSpider.

[Data Augmentation]
SAVe: a data-augmentation method from the perspective of schema.
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MultiSpider Benchmark

● Built on the top of challenging multi-table 
cross-database English Spider.

● Largest and high-quality multilingual 
text-to-SQL dataset, including seven 
mainstream languages.

● Translate both question&schema.
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Benchmark Construction

● To ensure the dataset quality, we identify five typical translation mistakes.

● Organize the construction pipeline consisting of multi-round translation.
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Analysis: More Challenging

● The specific language properties like Hiragana and Katakana (Japanese).

● The morphologically rich language (German and French). 

● The dialect and slang sayings require further commonsense reasoning. 5



SAVe: Schema Augmentation 
 

● Schema Augmentation-with-Verification 

● Back Translation with Machine Translation 
tools (e.g., Google NMT, M100)

● Schema Verification with Natural 
Language Inference (e.g., XNLI)
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Experiments: Zero-shot Setting

● Better model enables better zero-shot 
transfer (XLM-R > mBERT).

● Directly predict receives better performance 
about 1.6% (MT creates mistakes) 
compared with translate-then-predict.

● Strong PLM with Strong MT yields 
promising zero-shot performance.
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● Directly Predict (Train: English, Test: Target)

● Translate-then-Predict (Train: English, Test: Target to English)

● Translate-then-Train (Train: English to Target, Test: Target)



Experiments: Monolingual & Multilingual Setting

● The performance of Japanese is significantly behind other languages.
● The absolute drop of accuracy in non-English languages is about 6.1%.
● SAVe significantly improves the non-English languages (1.4%-1.9%). 8



Discussion
● What causes the performance drop in non-English languages?

○ Specific language properties and the dialect sayings lead to the 
performance drop in non-English languages.
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Discussion
● What causes the performance drop in non-English languages?

○ Schema-linking becomes more challenging in non-English languages.
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Discussion

11

● How schema augmentation SAVE improves the model?
○ Synonyms that semantically identical with the original schema but with 

different lemmas.
○ Morphological variants that change the forms of schema syntactically.



Future Work

(1) Developing a multilingual text-to-SQL system and apply it in the real 
globalization scenario.

(2) Leveraging better pretrained model and advancing architecture design to 
address the lexical challenge and structural challenge in multilingual settings.

(3) Expanding SAVe to other table-related task (e.g., TabFact) and further 
improve the schema verification accuracy.
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