
Towards Knowledge-Intensive Text-to-SQL 
Semantic Parsing with Formulaic Knowledge

Longxu Dou1, Yan Gao2, Xuqi Liu1, Mingyang Pan1, Dingzirui Wang1, 

Wanxiang Che1, Min-Yen Kan3, Dechen Zhan1, Jian-Guang Lou2

1Harbin Institute of Technology           2Microsoft Research Asia          3National University of Singapore

Work done during the internship of Microsoft Research Asia



Overview

[New Task]
We define the knowledge-intensive text-to-SQL task for professional applications.
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[New Methodology]
We explore to address this problem from knowledge-centric rather than data-centric.

[New Framework]
We propose the ReGroup framework to be knowledge-extensible without retraining.



Motivation of Task

Q: What’s the EBIT of Apple in Q3?

It’s useful for assisting data analyst and 
advancing business intelligence.

However, existing general-domain QA system 
can’t support this domain-specific question.
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Credits to Yahoo!Finance and Investopedia.com 

In professional data analysis applications, 
models require external knowledge.

We formulate it as Knowledge-Intensive 
Text-to-SQL.



Task Definition

Input

● Database
○ Table + Headers + Values
○ Single/Multi-Table

● Question
○ Terminalogy

Output

● SQL
○ Grammaly correct
○ Be faithful to schema 
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Resource for Task: KnowSQL Benchmark
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Train/Dev are built on the top of DuSQL(Chinese).

We annotate the challenging test-set covering

● Finance

● Estate

● Transportation



Motivation of Methodology

When we(as human) meets unknown 
terminology, we will adopt the search engine to 
find the necessary domain knowledge
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Q: What’s the EBIT of Apple in Q3?

Compared with textual knowledge, 
formulaic knowledge is preferred:

● Concise and precise
● SQL-closed



Approache: Formulaic Knowledge

Abstract the formulaic knowledge to make it more generlizaliable:

● Grounded Formula: People Density in China 2020 = total number of Chinese in 2020 / Chinese Land Area
● Generic Formula: People Density = total number of People / Area
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Resource: Formulaic Knowledge Bank

Finance and estate share the most plentiful 
publicly available resource.
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More objective: focus on calculation

(finance and fund)

More subjective: focus on condition

(estate and awards)



Framework: ReGrouP 

(1) Retrieve the formulaic knowledge items from the bank;
(2) Ground the concepts of formulaic knowledge into schema elements;
(3) Parse the question with grounded formulaic knowledge into SQL.
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Related Work

Retrieval-Enhanced Semantic Parsing

● Retrieval data examples as the context of input for model learning
● Ours: the retrieved knowledge would be futher grounded to the input 
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Domain-Generalization of Text-to-SQL

● Data-Centric: data-synthese, meta-learning, table-encoder pretraining
● Ours: Knowledge-Centric, benefit from broader knowledge scope



Framework: Knowledge Retriever

Dense retriever model is based on bi-encoder architecture.

Dense retriever component for inference time logic is based on FAISS index.
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https://github.com/facebookresearch/DPR



Framework: Knowledge Grounding Model
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https://github.com/microsoft/ContextualSP/tree/master/awakening_latent_grounding



Framework: Text-to-SQL Parser with Knowledge
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https://github.com/microsoft/ContextualSP/tree/master/unified_parser_text_to_sql

[Question], [Schema] and [Knowledge] are special tokens as the delimiters of the input.



Evaluation
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ReGrouP exceeds the vanilla model (i.e., only parser without knowledge) by 28.2%

Grounding the formulaic knowledge improves the model by 9.0%.

Evaluation metric: exact match accuracy ; Oracle setting: ground-truth knowledge



Case Studies

(1) improve the retriever by 
fine-grained modeling.
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(2) derive the grounding 
information under weak 
supervision.

(3) explicitly modeling the copy 
process of knowledge.

(0) ReGrouP really works 
better than vanilla model!



Demonstration
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http://www.youtube.com/watch?v=NUO5NZDZO9Y


Discussion

● How to collect the formulaic knowledge efficiently and what’s the cost?
○ [Source] Google -> relevant enclyopediea and tutorials
○ [Cost] Fours hours for collecting 219 finance knowledge items

17

● Formulaic knowledge vs. textual knowledge: which one is preferred for BART 
parser?
○ Textual knowledge receives an overall performance degradation of 13.6%



Future Work

(1) Iterative filling in the blank of formulaic knowledge bank (interactively or 
automatically);

(2) Improve the grounding model to close the gap between formulaic knowledge 
and specific schema;

(3) Extend the bank to more complicated (e.g., commonsense and personalized) 
formulaic knowledge. Such as “Favorite food: Tiramisu”.
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Contribution

● [New Task and Benchmark]
We define the task of knowledge-intensive text-to-SQL and propose KnowSQL.

● [New Knowledge Resource] 
We explore the usage of formulaic knowledge and build a knowledge bank.

● [New Framework]
Out proposed ReGroup framework achieves the 28.2% improvements overall.

19



Thanks!

Longxu Dou1, Yan Gao2, Xuqi Liu1, Mingyang Pan1, Dingzirui Wang1, 

Wanxiang Che1, Min-Yen Kan3, Dechen Zhan1, Jian-Guang Lou2

1Harbin Institute of Technology           2Microsoft Research Asia          3National University of Singapore

Paper/Slides/Code in https://longxudou.github.io/


